1. Introduction

The economies of the world were so dominated in the 1970's by the effects of two oil crises that the period has been aptly named the OPEC decade. The dramatic increases in energy prices that occurred when the Organization of Petroleum Exporting Countries (OPEC) quadrupled the world price of oil in 1973-1974, and again more than doubled it between the end of 1978 and early 1980, have profoundly affected the economies of all the industrialized countries. Other commodities have experienced rapid and substantial increases in prices. The price of grain and other agricultural products, for example, has experienced price fluctuations on the order of 300 or 400 percent over years. Few people, however, would be as concerned about these events, or expect them to have anywhere near the impact on our standard of living that increases in the price of energy are likely to have. Higher energy prices have contributed to reduced economic growth in many countries, and in the long run may result in basic changes in lifestyles.

This study develops a model of short-run aggregate supply for two major oil consuming nations (U.S. and Canada) with explicit treatment of energy prices, and explores the effects of a change in the price of energy (oil) on the aggregate supply. The emphasis is on the supply side of the economy since important effects of energy on macroeconomic activity occur largely through relocation and rotation of aggregate supply. An increase in energy prices represents an increase in the cost of a major factor of production. Consequently, an increase in energy prices relative to other prices should result in a decline in the amount of goods and services supplied by the economy at any given level of prices, that is, the aggregate supply curve should shift to the left. An attempt is made to measure the extent to which the aggregate supply curve shifts in the left, at any level of output, due to higher energy prices. In addition, the aggregate supply curve becomes flatter for a given change in price. Elasticity of output alters due to energy price shocks. The present paper also measures the magnitude of the change in the slope of the aggregate supply resulting from the shocks.

According to the model developed here, the large energy prices in 1973 generated a sizable inflationary pressure in both the U.S. and Canada. The effects on labor productivity, real wages, capital utilization rates, and aggregate energy consumption were also found to be considerable and similar between the two countries. An interesting result concerning labor demand is that higher energy prices led to substitution of labor-intensive methods of production for energy-intensive ones, raising the labor/output ratio in both the U.S. and Canada.
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In what follows in Section 2, a model of short-run aggregate supply is developed. In Section 3, the model is estimated, tested for dynamic stability and forecast accuracy, and then simulated to determine the magnitudes of the energy price effects of the 1973 shock on major macroeconomic variables and the change in the slope of the aggregate supply. Section 4 presents some concluding comments.

2. A Short-Run Model of Aggregate Supply

The aggregate supply framework developed here is a multi-sector model and accounts for interaction among all the sectors. Essentially, this model has an advantage over the existing ones because it explicitly incorporates the demand and supply of energy into the analysis. The analytical form of the model is given on the next page. The components of the model, each of which will be described briefly below, are the following:

- A price determination equation which relates the price level to the wage rate and other input prices via some sort of mark-up.
- A wage rate equation or a short-run Phillips curve.
- A labor market model normally, a labor demand and a labor supply equation.
- A capital utilization rate equation (demand for capital).

An energy sector namely, demand and supply of energy[2].

The Price Equation: In the aggregate supply model developed here, the price level \( P \) is assumed to be determined as a mark-up on the minimum long-run average cost (AC) that is \( P = AC + \mu P \). Given this mark-up relationship and assuming a linearly homogenous Cobb-Douglas production function, the inflation rate \( \pi \) can be easily determined by equation (1), where \( W \) is the wage rate, \( r \) and \( P_k \) are prices of capital and energy, and \( Z \) denotes the growth rate of the corresponding variable \( Z \). Equation (1), however, still has to be modified to incorporate the determinants of the mark-up factor \( \mu \). Following Ball and Duffy,[3] assume that short-run variations in \( \mu \) are determined by demand pressures, the latter being proxied by the ratio \( Z \) of the industrial production to its exponential trend. Ball and Duffy's assumption formulated as equation (2), is reasonable because when demand pressures are high the capacity of output will be close to being utilized fully, and hence the mark-up factor tends to be higher. The value of \( \mu \) determined by (2) can now be substituted in (1) and the price equation can be directly estimated.

\[
\begin{align*}
\pi &= \ln P - \ln P_k + \mu r + \frac{1}{2} \sigma_k^2 - \pi_t + \sigma_t \\
\mu &= \mu_0 + \mu_1 \ln y_c - \mu_2 \ln y_c + \mu_3 I \quad (1) \\
\text{The Wages equation: } &\quad \frac{\Delta w}{w} = b_0 + b_1 \Delta u + b_2 \Delta r + b_3 \Delta P \quad (2) \\
\text{The demand for labor (per-hour): } &\quad \ln L = A + by - y \ln y_c + y \ln y_c \quad (3) \\
\text{Work-hour behavior: } &\quad \ln w_t - \ln w_{t-1} = \eta_2 + \eta_3 L \quad (4) \\
\text{Labor participation rate for primary labor: } &\quad LPR^P = 1 + \beta_1 \quad (5) \\
\text{Labor participation rate for secondary labor: } &\quad LPR^S = 1 + \beta_2 + \beta_3 L + \beta_4 L \quad (6) \\
\text{The Market for Capital: } &\quad K = E \quad (fixed) \quad (7) \\
\text{The demand for capital: } &\quad \ln L = A + y \ln y_c - y + \ln y_c - y \ln y_c \quad (8) \\
\text{The capital utilization rate: } &\quad \eta_K = \ln K^* - \ln K \quad (9) \\
\text{The Market for Energy: } &\quad D_{se} = A + \ln y - \ln y_c - \ln y_c - \ln y_c - \mu t \quad (10) \\
\text{Demand for energy: } &\quad P_E = P_E \quad (fixed, set by the OPEC) \quad (11) \\
\text{The short-run supply of energy: } &\quad L_{se} = L_{se} \quad (fixed, set by the OPEC) \quad (12)
\end{align*}
\]
The Labor Market: The wage determination model, described by equation (3), relates the growth rates of wages (W₁) to the rate of unemployment (U₂), the change in labor productivity (L₉), and inflationary expectations (E₉). Equation (2) cannot be directly estimated because data on E₂ is not available. To solve this problem, we postulate and estimate a rational expectation mechanism: \[ E₂ = (1 - \alpha) E_{2-1} + \alpha W₁ \], which produces forecasts of the future inflation rate over time. In this relationship, \( E₂ \) is the mathematical expectation operator and \( E_{2-1} \) indicates the set of variables used in forming inflationary expectations. For purposes of this paper, the variable set \( E₂ \) will be allowed to vary across the two countries so that the expectation mechanisms most suitable to each country can be determined by the data. This treatment is superior to an arbitrary choice of \( E \) for both countries. An approach taken by some other authors.

The labor market equations also include an employment function (demand for labor) and a labor participation equation (supply of labor). It can be easily shown that the cost minimizing level of demand for labor, for our Cobb-Douglas production function, is given by equation (4), where \( L₁ \) is a constant, \( L₂ \) is the demand for labor in terms of man-hours, \( Y \) is the output level, and \( W₁ \) and \( L₉ \) are the ratios of wages to prices of capital and energy respectively. \( L₂ \) is a firm index for technological progress. To derive the level of employment from the equation (4), the man-hours \( L₁ \) has to be divided between the level of employment \( M₁ \) and hours of work \( M₂ \), where \( L₂ = M₂/M₁ \).

The work-hour variable \( (M₂) \) follows a cyclical pattern. At times of economic expansion, there is a tendency for firms to increase the average hours of work, because it is often difficult to increase the number of employees quickly. As a result, the behavior of the variable \( M₂ \) can be formulated as equation (5), where \( W₂ \) is the level of output, \( M₂ \) serves as an indicator of the business cycle, and \( M₁ \) is a time index.

Equations (4) and (5) can be used together to specify the demand for labor in terms of the number of workers \( M₁ \). To determine the unemployment rate, we still need the supply side of the labor market which can be represented by some labor participation functions.

In the simplest case, we can break the labor force into a primary category (men 25-54) and a secondary category (women over 16, men 15-24). Tella's work (58) has established that the labor participation rate of the primary labor force \( (L₀)L₀/(L₀+P₀) \) resembles little to the business cycle and moves essentially along the trend. The behavior of the participation \( M₁ \) is described by equation (6) where \( M₂ \) and \( P₀ \) stand for labor force participation and population respectively, and \( M₁ \) is the time trend.

The labor participation rate of the secondary labor force \( (L₀L₀)/(L₀+P₀) \), however, does respond to economic factors other than the trend variable. These factors 8.17 influence the unemployment level \( M₂ \). These factors are age, sex, and other factors that influence the supply of labor. The behavior of the participation \( M₁ \) is described by equation (7) where \( M₁ \) and \( P₀ \) stand for labor force participation and population respectively, and \( M₂ \) is the time trend.

The deviations in values of the macro variables in the actual and base cases are displayed in Table 1-2. These deviations reflect the change in the macro variables over the period 1973-1979 due to the energy price shock of 1973, the energy price effects from scale effects, the level of output was held unchanged at the base case and the actual case simulations. Hence, the results displayed in Tables 1-2 represent the energy price effects for a maintained output scale.
According to these results, the effects of the price shocks were not limited to short-run effects, and for all disturbances: rather they lasted for quite a few years in both the U.S. and Canada. The inflationary pressures due to the energy shocks were felt with a very short lag, reaching their peak rather quickly in both countries, and then falling while remaining significant for the whole period of the study (1973-79). The peak of the impact occurred in 1974. In this year the energy price shock contributed 4.75% to the U.S. inflation and a whopping 7.42% to the Canadian inflation rate.

Higher energy prices also had major impacts on the level of employment and capital utilization rates. Investigation of the magnitudes of these impacts and the consequences knowledge of substitutability (or lack of substitutability) between energy and non-energy inputs are very important in policy decisions. If energy resources are rather limited and they must be technically employed in a fixed or at least fixed proportions with other factors of production, future economic growth will be critically dependent on availability and the growth rate of energy resources. On the other hand, if energy is a substitutable factor of production, a slackening supply of it should not be taken as a major impediment to economic growth. It immediately follows that information about technical substitutability between energy and labor and capital is essential for rational planning of private and government concerning foreign trade and allocation of resources for development of alternative energy resources.

Intuitively, it may seem that labor and energy are complements so that an increase in the price of energy should lead to a decline in employment. But according to our results, the opposite is true. The results in Table 1 reveal that higher energy prices indeed more labor-intensive methods of production, in effect leading to substitution of labor for energy and an increase in employment for a given level of output. The effect on employment was similar between the two countries and much larger in the U.S. and Canada from 1975 to 1979 as labor-intensive methods of production were adopted to a larger and larger extent over time.

Capital, however, did act as a complement to energy. Higher energy prices lowered the capital utilization rate (f) both in the U.S. and Canada. The largest decline in f occurred within the first 2-3 years after the shock. In the U.S. the maximum decline in f was only 2.76% and occurred in 1975, while in Canada the corresponding figure was as high as 7.76% and occurred a year earlier (1976).

Labor productivity and real wages also fell victim to the energy price shock. The results in Tables 1-2 indicate that productivity declined by bigger and bigger passage in every year between 1975 and 1979, reaching maximum decline of 9.25% in the U.S. and 7.94% in Canada. Naturally, the decline in real wages followed the lower productivity resulting from higher energy prices. In the U.S. real wages fell as much as 9.75% in 1974 due to the price shock. In Canada the maximum decline in real wages was 9.76% and occurred in 1979.
What happened to energy consumption? Was the demand for energy price elastic? Did consumers cut their consumption of energy in response to higher energy prices? According to our results, consumer response was very strong to higher energy prices in both the U.S. and Canada. Especially, the decline in energy consumption grew larger and larger over the 1975-79 period as people gradually formed new energy consumption habits and adopted alternative energy sources. In the U.S., the cut in energy consumption was only 0.6% in 1972, but this figure grew to 9.1% in 1975, reaching a maximum in this year. In Canada, the initial effect was larger, 1.8% in 1975, and it also rose faster to reach a maximum decline of 1.5% in energy consumption in 1979.

Finally, it is interesting to investigate whether the energy price shock affected the price elasticity of output, or equivalently, the slope of the aggregate supply curve. Simulations of our model in the actual and base case results revealed that in the U.S., the aggregate supply curve did indeed become flatter as a result. The numerical value of the price elasticity of output rose in the U.S. from 7.667 to 10.457 indicating a much stronger sensitivity of the real sector to the price level changes. In Canada, however, the slope of the aggregate supply remained unchanged according to our results.

4. Conclusion

This paper measures the magnitudes of the effects of the 1973 energy price shock on some major macroeconomic variables such as inflation, unemployment, productivity, real wages, and capital utilization rate for a maintained output state. Simulations of our aggregate supply model in the presence and absence of the energy price shock show that these effects were substantial and lasted for the whole period of the study, 1973-79. The effects on the U.S. and Canada were similar in direction and pattern but differed in magnitude.

One note of caution is that these effects are the absolute or overall effects and should be distinguished from the marginal effects. The differences in overall effects between the U.S. and Canada are influenced by the fact that energy prices rose at different rates in the two countries. To eliminate this influence, the relative or marginal effects of a one-unit increase in energy prices should be investigated in a further study. The tremendous effects of higher energy prices on the economic variables should also serve as a warning about the serious nature of the energy problem and should encourage research on alternative sources of energy.
Table A1.42 lists the estimated form of the model. There are eight equations:

1. Demand for labour:
   
   \[ Y = \beta_0 + \beta_1 L + \beta_2 K + \epsilon \]

2. Supply for labour:
   
   \[ L = \alpha_0 + \alpha_1 Y + \alpha_2 W + \alpha_3 K + \alpha_4 L_{prev} + \epsilon \]

3. The production function:
   
   \[ Y = \rho_0 + \rho_1 L + \rho_2 K + \rho_3 W + \epsilon \]

4. The labour participation function for the primary category:
   
   \[ P = \gamma_0 + \gamma_1 Y + \gamma_2 W + \gamma_3 K + \gamma_4 P_{prev} + \epsilon \]

5. The labour participation function for the secondary category:
   
   \[ Q = \delta_0 + \delta_1 Y + \delta_2 W + \delta_3 K + \delta_4 Q_{prev} + \epsilon \]

6. The employment rate:
   
   \[ E = \eta_0 + \eta_1 Y + \eta_2 W + \eta_3 K + \eta_4 E_{prev} + \epsilon \]

The empirical estimates of the model are presented in Table A.2. The coefficient estimates are obtained as follows:

- Demand for labour:
  \[ \hat{Y} = 3.71 + 1.15L - 0.045K = 6.98 - 0.38R^2 = 69.49 \]
  \[ \hat{K} = 4.78 \]

- Supply for labour:
  \[ \hat{L} = 1.26 - 0.51Y + 0.32W + 0.46K - 0.01L_{prev} + 0.02 \]
  \[ \hat{W} = 0.09 \]

- Production function:
  \[ \hat{Y} = 0.99 - 0.28R^2 = 56.24 \]
  \[ \hat{K} = 1.69 \]

- Labour participation function for the primary category:
  \[ \hat{P} = 0.59 + 0.09Y + 0.08W + 0.07K + 0.01P_{prev} + 0.02 \]
  \[ \hat{W} = 0.09 \]

- Labour participation function for the secondary category:
  \[ \hat{Q} = 0.04 + 0.03Y + 0.02W + 0.02K + 0.01Q_{prev} + 0.02 \]
  \[ \hat{W} = 0.09 \]

- Employment rate:
  \[ \hat{E} = 0.06 + 0.04Y + 0.03W + 0.03K + 0.01E_{prev} + 0.02 \]
  \[ \hat{W} = 0.09 \]

Table A1.42 lists the estimated form of the model. There are eight equations:
Performance Measures of the Aggregate Supply Model

To evaluate the model's performance and its ability to replicate the data, the closeness of simulated and actual values should be examined. One measure often used for this purpose is the root-mean-square error (RMSE) which can be decomposed into a "bias," a "variance," and a "covariance" components (\(\bar{y}^s, \bar{y}^d, \bar{y}^c\)). These components are known as Theil's statistics:

\[
RMSE = \sqrt{\frac{1}{n} \sum (y_s^n - y_d^n)^2}
\]

\[
v^b = \left(\bar{y}^s - \bar{y}^d\right)^2 / \frac{1}{n} \sum (y_s^n - y_d^n)^2
\]

\[
v^c = \left(\bar{y}^s - \bar{y}^d\right)^2 / \frac{1}{n} \sum (y_s^n - y_d^n)^2
\]

\[
v^o = 2(L_y - n) \bar{y} \bar{y} / \frac{1}{n} \sum (y_s^n - y_d^n)^2
\]

In these relations, \(y_s^n\) is the simulated and \(y_d^n\) is the actual value of the variable \(y\); \(n\) is the number of periods in the simulation; \(\bar{y}^s\) and \(\bar{y}^d\) are the means and the standard deviations of the series \(y_s^n\) and \(y_d^n\) respectively, and \(L_y\) is their correlation coefficient. \(v^b\), \(v^c\) and \(v^o\) are called the "bias," the "variance," and the "covariance" proportions of the error respectively. The bias proportion \(v^b\) is an indication of systematic error. The variance proportion \(v^c\) indicates the ability of the model to replicate the degree of variability in the variable of interest. Finally, the covariance proportion \(v^o\) represents the remaining error after deviations from average values and average variabilities are accounted for. The ideal values for Theil's statistics are \(v^b = v^c = v^o = 1\). Tables 621-622 display the RMSE and Theil's statistics for the two countries.
[1] This was the title of a special review of the World Economy in the 1970s which was published in *The Economist*, December 29, 1979.

[2] For a more elaborate analysis of aggregate supply modeling, see any modern advanced macro textbook.

[3] For derivation of equations 1, 4, 9 and 11, see any micro textbook.
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THE INTERNATIONAL GOLD STANDARD: A NEW PERSPECTIVE
Joseph Salerno

1. Introduction

As early as 1923, John Maynard Keynes declared that the choice of an international monetary regime involved an unpleasant dilemma. Keynes argued that "If ... the external price-level lies outside our control, we must submit either to our own internal price-level or to our exchange being ruled about by external influences. If the external price-level is unstable, we cannot keep both our price level and our exchanges stable. And we are compelled to choose ... a choice ...[1]

The most significant practical implication of Keynes' contention is, of course, that a nation must choose either to maintain "fixed" exchange rates between its own and foreign currencies by participating in the international gold standard or to maintain reasonably stability in domestic levels of prices, output, and employment. Following Keynes, most economists today are inclined to accept the view that the operation of the gold standard tends to be inconsistent with the maintenance of domestic macroeconomic stability. Indeed, this is one of the major considerations that led many economists and informed economic policymakers during the Bretton Woods era to conclude that a regime of fluctuating exchange rates is superior to a fixed-exchange-rate system.

In this paper, I shall suggest that the generally accepted explanation of the impact of the international gold standard on the stability of an individual nation's domestic economy rests on an overly aggregative approach to monetary and balance-of-payments theory. This approach tends to obscure rather than elucidate important issues whose understanding is vital in assessing the relative merits of competing international monetary systems. The issues in question include: 1. The type of price variations that are necessary to adjust balance-of-payments disequilibria under the gold standard; 2. The meaning of the term "inflation" and "deflation" in the context of an "open" national economy; 3. The international transmission of business cycles or "macroeconomic instability" under fluctuating exchange rates.

In addressing these issues below, I shall attempt to rehabilitate and extend the approach of a number of economists writing in the 1930's who pioneered the development of a micro-oriented "process analysis" of monetary and balance-of-payments phenomena[2]. These writers include the prominent monetary economists, Ralph Hawtrey[3], F. A. Hayek[4], and Lionel (later Lord) Robbins[5]; and the less well-known Michael A. Haiper[6] and F. W. Paish[7].

2. Price Changes and Balance-of-Payments Adjustment under the Gold Standard

The belief that there exists a direct tradeoff between "flexity of exchange rates" and stability of domestic economic activity can be traced partly to the conventional explanation of how disequilibria in the balance of payments are normally